A Distributed Parallel Approach using the Conjugate Gradient Method and the N-Scheme on FEM cases
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Abstract— A technique for solving static problems with the finite element method (FEM) was developed and is called N-Scheme. The method solves Finite Element (FE) problems without assembling the matrix system $Ax=b$. It calculates the node potential unknowns in a much simpler way than traditional techniques. The assembling and solution of the matrix system are considered in a single procedure and operations are similar to the Gauss-Seidel method with over-relaxation (or Successive Over Relaxation – SOR), which provides good convergence. However, the computational time of N-Scheme method is larger when compared with the classical FE implementation using the ICCG (Incomplete Choleski Conjugate Gradient) method. One possible way to improve the method computational time is to apply parallel programming techniques. Studies have shown that the Conjugate Gradient method applied in conjunction with the N-Scheme reduces the computational time significantly. This work aims to show that the new N-Scheme method associated with parallel programming techniques offers a still better computational timing to solve large problems involving large finite element 3D meshes. Some examples show that the proposed technique with parallel programming allows fast calculation time.

Index Terms— Finite Elements, Parallel Programming, Numerical Solver.

I. INTRODUCTION

The technique called N-Scheme method was considered in [1]. It calculates the unknown potential nodes of the mesh in a much simpler way than the traditional techniques used for FEM cases. The FEM applied to static cases requires the calculation of the rigidity matrix and source vectors. The evaluation of such matrices is normally performed by element and assembled in the global matrix system. Boundary conditions are inserted and the system is solved by a direct method (as Gauss Elimination) [2] [3] or by an iterative method as ICCG (Incomplete Choleski Conjugate Gradient) [1] [3].

The N-Scheme method is presented as another alternative for solving linear systems generated by FEM. It proposes a different approach to solve the system $Ax = b$. The method, associated with parallel programming tools for fast computation, will be compared to classical sequential solving. In order to depict good performances with parallel techniques, when compared to sequential calculations, the FE meshes must be large, operating with millions of elements. The parallel development is processed using MPI (Message Passing Interface) library [4] [5]. The environment used for testing is a cluster, available in Sharccnet (Shared Hierarchical Academic Research Computing Network) [6], with a high-speed local area networking system. Timing is measured in seconds and results are available in [7] [8]. For didactical goals, we replicate here some parts of [8], where the N-Scheme with parallel programming was introduced. We will call this technique N-Scheme/SOR.

After some investigation, we noticed that application of CG method associated to the Jacobi pre-conditioner is possible since it does not affect the principles of the N-Scheme method [9]. As result, the processing time obtained for sequential calculations is significantly better than timing obtained with the N-Scheme/SOR method. Therefore, applying parallel programming techniques in the modified method is the main contribution of this work. It provides accurate results and the processing time for large 3D problems is significantly reduced. For better understanding, we recall some concepts presented in [10] for a regular mesh as well as some parallel programming principles applied on multicore clusters.

This article is organized as follows: the characteristics of the new method N-Scheme of solving the matrix system $Ax = b$ are discussed in Section 2. Section 3 shows the N-Scheme in connection with the Conjugate Gradient method and its features. 3. Section 4 considers the experimental environment and the results obtained by the N-Scheme/CG techniques. Finally, a conclusion is presented.

II. THE N-SHEME/SOR AND N-SHEME/CG METHOD

The N-Scheme/SOR works by nodes (instead the classical assembling by elements) using cells of elements around nodes. The method is solved as follows:

- For each $n$ unknown node:
  - Calculate the elemental matrices of all the elements of the cell around $n$, making the appropriate sums and operating as shown in [1];
  - Thus, a first approximation of the potential for this unknown is obtained;
- Repeat the process until the convergence is obtained.

For the implementation, three loops are necessary:

- the external loop for the iterations;
- the second loop for the unknown nodes;
- the internal loop is related to cell elements of the unknown node.
The above presented method has three loops. When adapting the method for applying the CG method (N-Scheme/CG), only the two following loops are necessary [10]:
- the external loop for the iterations
- the internal loop for the elements

The N-Scheme is applied on the two more time demanding operations of the algorithm. The first one is the computation of the residue vector. A second one requiring attention can also be computed similarly without assembling A [6]. For the preconditioner, we utilize the Jacobi preconditioner, which is a vector containing the diagonal elements of the matrix A.

### III. RESULTS

In this section we present the results obtained with the method N-Scheme/GC using multicore parallel programming concepts. In these executions, we evaluate the performance achieved by its implementation on sequential and parallel.

The method can not be fully parallelized, but the calculation of the element nodes of the 3D mesh occur in parallel. The results are shown in graphs (comparative runtime curves and number of iterations).

The program is developed using C Language and the hardware architecture used has x86 compatible with the following specs: Intel Core i7 3770k processor with 8GB of memory and the operating system we used the GNU/Linux 3.2.0 32bit.

The parallel code and also the sequential calculations are performed in two ways: without the flag optimization in the parallel code compilation Fig. 1 and with the optimization flag Fig. 2 [11]. The optimization flag allows the compiler to perform various in a fast way, correcting parts of the code in order to make it more efficient while being compiled. The Fig. 3 shows the speedup behavior for the performed calculations.

### IV. CONCLUSIONS

The N-Scheme has a processing time larger when compared with a classical FEM implementation using, for instance, an ICCG solver. In order to enhance it, we are investigating other possible solver techniques while keeping the N-Scheme main principles. For the graphs presented, the mesh will be referenced by the variable \( N_x \) (equal to \( N_y \) and \( N_z \)): \( N^e \) of elements = \( N_x.N_y.N_z \) and \( N^e \) of nodes = \( (N_x+1).(N_y+1).(N_z+1) \).

Finally, we point out that the main goal of this work is the application of parallelization techniques on the N-Scheme/CG and the obtained results are encouraging.

[Figures 1-3 are not included in the text.]
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